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quality matter

Theory

This document contains contains the complete proof of theorem 1 and a detailed
exposition of the recall game.
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Appendix Z: Proof of Theorem 1

Set-up of the Optimal Program

For future reference, this appendix reproduces the optimization problem of the buyer with Up =0

(Lemma 2) and with the subset of the IC constraints that happen to bind at the optimum.

. max , o [wiaWia(ar) — Unl+angenaWaha (gue)+onn [ Whai(ann) — Unl+our [ Wi (an) — Unr)
Tk,qk,Vk

subject to:
Un = xppAb (IC 1)
U 2 Um —zig Wim (@) — Wae (am)) (IC 2)
U = ThaqnuAO: (IC 3)
Ur > Umn+xiaquAos (IC 4)
Ur = Un+zn A6y (IC 5)
Ur > Ung+xppAby + 2rpgnnAbs (IC 6)
NkZK apxp < 1—(1- k:ZK o)V for all subsets K of {IH,hH,hL,IL} (feasibility)
€ S

(We omit the non exclusion constraint). The associated Lagrangian is given by:

arg [wiaWia(ar) — Unl + onaeng Wi (qne) + onr [2hiWhi(ann) — Unr] + cur [zin Wi (ain) — Ufd)
+A1 [Uig — 2hgA61) + Ao [Unr, — Ui + i Wim (@) — Wahe (qim))]
+A3 [Unr, — xpaanaA02] + Ma Ui, — Ui — w1 e Ab2) + As (Ui, — Upr, — xp A4

X6 (UL — 2 A0y — 2 qna 2] — S vk [N S o — 1+ (1= 3 o)V
KeK KeK

(where \; is the Lagrangian multiplier associated with IC constraint ¢, and 7 is the multiplier
associated with feasibility constraint K'). Figure 13 provides a graphical representation of these IC
constraints together with their associated multipliers. A dotted line means that a constraint may
bind at the optimum. A full line means it always binds.
A
IH . M hH

Figure 13: Potentially binding constraints at the solution
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The Kuhn-Tucker conditions of this program are standard. For future reference, we only reproduce

those with respect to Uy :

AM—A—N = qg (2)
A +A3—As = apr (3)
M+As+X = or (4)

Characterization of the Optimal Buying Mechanism

Preliminaries

We first define the notation that we will be using for some of the zj variables when they take
specific values. When z;5 takes its maximum value conditional on [L keeping priority in the

contract allocation, we will denote it ;3. Formally, 273 is defined by the equation

N (alefTﬁaX + OzlL${ZB) =1- (OzhL + OzhH)N

By Border (1991), this implies the following allocation: When there is a type [L, give the contract
to L, if not, give priority to a type [H if there is one. Conversely, :vanm corresponds to the expected
probability of winning for hL when [H and [L have priority over hL (but hL maintains priority
over hH). Formally,

1 N

N (a4 aprzp™ + ozlelFLB) =1—apy

Finally, T is defined such that x;5 = xj;, and they have priority over hH in the allocation, that is

N ((alH + ahL)E + Oélesz) =1- Oz;]:[H

The proof of Theorem 1 uses the following result repeatedly:
Lemma 7: Suppose Ujg = xpgAb01. (1) Suppose further that Upr g > Upr pi- Then, xhr > g
if and only if Ui wr > Uirm. (2) Suppose now that Unrag < Uppna- Then Upp pr, > Ui n when

Thr 2 TIH-

Proof: The result follows directly from a comparison of Uy, i and Up, 1, (When Upr g > Unr pi)
Uingag = vinquaAs + 2pgA01 Uippr = 2pA01 — 1ig A0 + 2 AO2 + x5, A0y

When Unpng 2 Unran, Uinnr = Thd01 + ThpqnaAbs. Since Upp pg > Uppp is equivalent to

ehaWin(ane) — Whelane)] < wig[Win(qr) — Whe(qa)], the condition implies Uz nr, > Uirig
when xp;, > z15. QED
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Lemma 8: Suppose that ICy1, pu 1s satisfied. Then xpr, > xpg = 1C1 hu 15 satisfied.

Proof: ICy i satisfied means that Uyr pr defn Unr, + xpA01 > Upg + g AOoqny + xpr AGY.

On this other hand, UlL,hH = Upg + xpgAOoqny + xng ;. Clearly, UlL,hH < UlL,hL as long as
Thr > - QED

We are now ready to prove theorem 1. The proof proceeds by progressively partioning the space of
parameters into sets of parameters for which the solution shares the same binding IC and feasibility
constraints. The logic of the proof is pretty simple, even if the mechanics can be involved. For this
reason an exhaustive exposition of the proof of part I, scenario 1 is presented. The arguments in

the rest of the proof are presented more briefly where they mirror those in part I, scenario 1.

Proof of part I of Theorem 1: Wiy (§) — Wy (§) > 0 i.e. Ay > GA0O,

The binding constraints in the buyer-optimal efficient mechanism are IC;g i, ICyr g and 1C; p 1.

The buyer’s resulting expected utility is given by

o QL +
argtiaWin(qr) + anageneg [Wha (ghe) — aﬂAel — AL T IL i AGy) (5)

hH OhH

«
+onhn[Whi(gnr) — a—;iﬁﬂﬂ + arziWirn(air)

(where, again, we have highlighted the virtual welfares associated with each type). Keeping the
probabilities fixed at xj = :U,f B optimizing the ¢’s in (5) requires that only ¢,z be adjusted away

from the efficient level and set equal to

« apr, + o
ary = arg max{ Wz (qnm) — alH Ay — —LE T 0 AGLY (6)

hH OhH
This reduces the informational rents of hL and [ L. From Lemma 7(2), we know that U, Lar = Ulnin

as long as Upr nu > Uprm. Hence, we need to consider only two scenarios:

Scenario 1: At q%H, Unrna = Uprm, that is,
o it Win (Gh) — War(@hg)] < 2l Win (@) — Wai(9)) (7)

In this case, all IC constraints remain satisfied as we decrease qnpg to q}ZL -

We now consider the optimization of the probabilities of winning. From (5) and the model assump-
tions, the virtual welfare associated with [L is the largest. Moreover, the virtual welfare associated
with [H is larger than that associated with hH. Thus, we need to consider three cases depending

on the relative ranking of the virtual welfare of hL with respect to the virtual welfares of hH and
[H.
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L VWi, > VWig > VWap : Wir(Q)— 55201 > Wiy (7) > Wi (7 ) — 52E Afy— L0 g2 NG,

apr, XhH
[Solution 1.1.a]

The optimal probabilities of winning are xp = a:l,: B

since the ranking of the virtual welfares
corresponds to the ranking of the first best welfares. All IC constraints are satisfied given

the arguments above. The x’s and ¢’s are optimized given the binding constraints; ;g = 7,

ahi = @iy and qur, = QL = g

VWig > VW > VWhp - VV[H(q) > WhL(g)—%Ael > WhH(q}QLH)—al—HAal—ahLJralL q}%HAHQ

XhH AhH
In this case, type [H generates a higher level of virtual welfare than type hL. Thus, the
buyer would rather give the contract to supplier /H than to supplier AL, i.e. he would
like to change the order of priority in the allocation. Increasing x;z while decreasing xpy,
concurrently (keeping aygxig + anpehr + oy L:L‘fZB constant) does not initially affect any of
the virtual welfare and it increases the buyer’s expected utility. This process continues until

either a new IC constraint binds or we have reach x;y = x3™.

We now argue that the only potentially new binding constraint is IC;r, ;7. To see this consider

the following:

(a) hL’s IC constraints: Given that Unr g = Ujg — xig[A01 — Abaq] and that Uy is not

affected by the process, the incentives for hL to imitate [H have actually decreased.

ICh 111, remain satisfied as well since IC;r, 1,1, is binding and x;7, > xpr.

(b) [H’s IC constraints: Because Ujp pr, = Upr + xpr (A0 — A@gq}%H) and Uy, = Upr +
rp A0y — 21, Ab2q, the incentives for [H to imitate hL and IL have decreased (Upr =

thAﬂlqu is not affected by the process).

(c) hH’s IC constraints: hH continues to have no incentive to imitate hH, hL or IL given

that IC;g g and ICyr g are binding, and Uy g, is not affected by the process.

(d) IL’s IC constraint: By Lemma 8, IC;y, ;5 is not affected by the process. By Lemma 7(2),

ICi1, 17 remains satisfied as long as 27 < 1, but it could start binding afterwards.

Thus, we continue to increase x;z at the cost of xyr, until either x;7 = 237 or 1C;r ;i starts

binding, whichever comes first.

(a) xyg = x]f™ first. [Solution 1.1.b]
This means that Uz, n;, > Ujr m even when x5 reaches its maximum. This corresponds
to the solution because there are no more opportunities to increase the buyer’s expected

utility: the ¢’s are optimized given the binding IC constraints, the x’s are optimized
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given the virtual welfare and the feasibility constraints. The solution is thus: ¢ = 7,

FB

A > xp = w‘ﬁn > ThH = Thy-

e = Gy qor = @ = q and xyp, = [P > wp = )
By the argument just above, all IC constraints are satisfied.

ICip 1 starts binding. [Solution 1.1.c]

At that point, Ujr g = Ui hr, that is, xﬁﬁ[MH(q%H)—WhL(q%H)] = op A0 —x g GAO
(note that by Lemma 7(2), this happens at z;z7 > zp1).

We now argue that we should be looking for a solution where both 1C;r, 1,1, and 1C;, 15
are binding. Indeed, if only IC;z, ;5 binds, the virtual welfare associated with hL is W,fLB
which is greater than the virtual welfare associated with [H. Thus the buyer would want
to set xpr, back to xﬁf, but this would bring us back to the starting point.

Thus the buyer further increases his expected utility by increasing x;y and decreasing
2, while keeping ole:L‘lH—i-oathhL—i—aleﬂB constant and x,‘?g[W/IH(qhH)—WhL(qhH)] =
xp A0 — 21gGAbs. This requires that we adjust gng (specifically we need to increase
QhH)-

A change in ¢,y corresponds to a change in the value of the Lagrangian multiplier on the
ICip i constraint. Using the expressions in (1) to (4), we can rewrite the expressions

for [H and hH’s virtual welfares as follows:

A
VWi = max{Wig(qn) — ——quAbs} (8)
(e[¥zs g
o+ A apr, + oL — A
VWir = max{Whyy(qna) — A YN 4A92QhH} 9)
qhH OhH anH

where A4 is the Lagrangian multiplier on the IC;z, ;5 constraint.

Thus, practically, we increase z;y and decrease xp; concurrently to keep aygxig +
OLLThL + oqL:vlFLB constant. This implies a new value for g5y and ¢y to ensure that
xﬁ}? (Wir(gnm) — Wi (qne)] = xpp A0 — 21gqur Abs. These correspond to a new value
for A4 through (9). Specifically, A4 increases.

This process increases the virtual welfare associated with hL, Wy, (q) — %_L’\“Aﬁl, and
decreases the virtual welfare associated with [H and hH (see (8) and (9)).

It continues until we have either reached the upper bound to z;p, 277, or the virtual

welfares associated with [H and hL become equal:

)\* 6% — A*
max{Wig (qm) — 4 a2} = Wi (q) — 1L 4NQ,
qH alH ahL -

whichever comes first. Thus Ay € (0,A}) C (0, ;1) as required by (4).

This defines the solution: x;;, = xlFLB > ot > g > xpn 2> x‘ﬁlin > Thpy = xfﬁ,

@ = qnr, = q and q and quy defined by (8) and (9), qm, gur < . The 2’s are
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optimized given the virtual welfares and the feasibility constraints. The ¢’s are optimized

given the binding constraints.

All IC constraints remain satisfied. The arguments for this are the same as those we made
U, =U,

above, except for ICy,, 17, which follows because wfg (Wir (gnm) —Whi (qnm)) ALZFILIR

e A0 — oAl < T Win(ar) — Wi (qw)] when g > xpr.

3. VWig > VWryg > VWyr : Wig(q) > WhH(Q}%H) — dH Ap; — MQ%HAHQ > WhL(Q) —

OhH OnH

oy, A
LA

In this case, the ideal ordering of types in the allocation is [L = [H = hH > hL. The
buyer increases his expected utility by decreasing zjr, first to the benefit of z;y (that is,
keeping alelH+ozthhL+alel17LB constant), and then to the benefit of z;, 7 (that is, keeping

FB
N(ougai* + aprzpr + pry” + apprng) = 1).

This process initially does not affect any of the virtual welfares until a new IC constraint
binds. By the same arguments as in point 2 above, we can establish that the first binding
constraint is IC;y, ;7. When it binds zpr[A0 — AQQQ}%H] = x5, A01 — 215 Af2q. At this point,

g > xpr > xpy (the first inequality comes from Lemma 7(2)).

Once this happens, any further improvement requires that we keep Uz, 1, = Uiz 1z (otherwise,
it Uip nr < Uinam, ICiL h1 ceases to bind, the virtual welfare associated with AL bounces back
to W,fLB and thus we get back to the starting point). We are thus in a similar situation as
in point 2 above. Any further change in the x’s requires some changes in the ¢’s and thus
in the value of the multiplier on the IC constraints. Using the expressions in (1) to (4), the

resulting virtual welfares associated with [H, hH and hL are:

A

VWi = max{Wig (qur) — ——A0zquzr } (10)

QH o g

o+ A apr +oq — A

VWha = max{Whz (quz) — (o M) np (O i 4)A92qhH} (11)

hH (0794 OhH

oL — A
VWhr = Whiir(q) — L2 Ag, (12)
QpL

where A\q € (0, oyz) is such that Ujp, p1, = Uip g ie. pua(Win(qnm) — Whi(gnm)) = ch A0 —
g Afdy for the current value of zp;, (x;y and xpy are well-defined once xpy, is defined
given that [H has priority hH is also clear). Practically, a decrease in x, is associated with
an increase in gz, a decrease in ¢ and an increase in A4. This decreases VW;g and VW,

and increases VW,

The difference relative to Solution 1.1.c is what ends this process. Here, the process ends
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when either a new IC constraint binds or the relative ranking of virtual welfare changes.!

The only new IC constraint that can bind is IC;, 7. This happens at xpr, = xg. Thus we

need to distinguish the following cases depending on which event happens first:

(a)

()

We have reached VW > VWyg = VW, and x;z = x37*. Then this is the solution.
The buyer is indifferent between hH and hL. The qualities are given by the value of
A4 that solves for VWyy = VW in (11) and (12), g, = qnr = q and z, = xlFLB,
T = T > :UfLm > T > ThH > :Bﬁﬁ [Solution 1.1.d]

We have reached VWi > VW)yg = VW at ;g < 2737 Then the buyer can further
increase his expected utility by decreasing xj;, and increasing z;y keeping U g =
Uir nr- This further decreases VW and VW), g and increases VW},,. The process stops
when either VWig = VW), or ;g = xj}, whichever comes earlier. At the solution
the ¢’s are defined from (11) and (12) for the value of Ay at which the process stops,
QL = qur = q and 3y, = :UZFLB, TS > wg > xR > :BI}?LIH and xpy = ;nﬁg This
corresponds to Solution 1.1.c. above.

We have reached VWi = VWp,g > VW), (note that this implies that ¢z < g1, given
(10) and (11)). The buyer further increases his expected utility by decreasing xpr and
adjusting z; and xpy in a way that preserves VWi = VWyg and Ujp g = UlL’hL.2
Thus A4 is fixed and the virtual welfares are not affected. This process continues until

xpr, = xpy (< @) at which point Uy p starts binding. At this stage we have:

Unjg = a0y +xgquAbs = Uir pg = cha A0y + 2 qna Ads

= Uipnr = 2 A0 + 2hagna Ao

Using the expressions in (1) to (4), the virtual welfares are given by

A

VWi = max{Wig(qu) — —Abaqp} (13)

QH arg

A - A

VWhia = max{Whyg — L—HAGI _ QL T 2 AOagnir} (14)

qnH ORpH OhH

- A

VWi = Whr(q) — St i YN (15)

Qapr,

where A4 and Ag are the multipliers on the 1C;z ;5 and IC;z, ;i constraint respectively.

!'No feasibility constraint binds in the process. Indeed, the only potential feasibility constraint would involve z

hitting its maximum but this never occurs before g = xhL.-
2The feasibility constraints on the z’s are N(ozlL:L'sz +aprig +aragthg) <1— aﬁ’L and N(alesz +ogrig +

anLThr +anprhmg) = 1
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There exists a value for Ay and A\g such that VW, = VWyg = VW, and Ui g =
Uihe = Ui pg and N(oypaig + onrhr + ozlL:L‘fZB + apgrng) = 1. Indeed, we have
five equations and five unknowns: Mg, Ag, z;, pr and xpgy (from (15) and the fact
VWi = VWyr, we know that agp, — Ay — A¢ > 0, thus apr + oy, — Mg in (14) is ensured
to be positive which is required by the non negative constraint on the multipliers).

These values for A4 and \g correspond to the solution. At the solution, z;5 > xpg = Th
(implied by Uiz g = Uipwr = Ui ), @ < qnr < q and qnr, = g = g- The buyer is
indifferent among [H, hH and hL and the x’s are thus optimized. The ¢’s are optimized
given the binding constraints and the value of the multipliers. No new constraint binds in
the process. The argument for this is identical as the one in point 2, except for 1Cy, 1, 15,

Uipn=Up1a
)] =

which follows because zf B[Wig (qnur) — Whr(qne Th A0 — T g Al <

g Wi (qg) — Whi(qm)] when x> xpz. [Solution 1.1.e]

(d) We have reached xpg = wpr. At this point, IC;y, pi starts binding. The rest of the
argument is as in point ¢ above: There exists a value for A4 and Ag such that VW =
VWi = VWi and Uypyg = Uippr = Ui and N(oqpzig + appenrn + agpai? +

apgrhry) = 1. The solution is thus Solution 1.1.e.

Scenario 2: At q,QLH, Unrna < Uprim, that is, $5§[W/}H(qi;{) — WhL(q%H)] > xﬂf[VVlH(q) —
Whi(q)]-
In this case, IC,r ;i becomes binding as we decrease gpp. To reduce hL and [L’s rents further,

one now needs to decrease gy at the same time as qnp in such a way that U, pg = Upr.m, ie.,

xfg[W}H(qhH) —Whir(qnm)] = IIJZFHB[VVZH(CIZH) —Whir(qm)]. (Note that this implies that iy > qnp.)
Formally, using (1) to (4) in Appendix A, we let ¢y and g solve:

A*
VWig = max{Wig(qn) + —2Win(an) — Wie(am)]} (16)
QL H arg
A3 — A4
VWhH = maX{WhH(qhH) — MH + 2A01 — (ahL * HL Q)Aegqh[{} (17)
dnH (07921 OhH
for the value of A5 € (0,1 + aqr) such that a:fg[W}H(qhH) — Whi(gnm)] = xf;IB[VVlH(qu) —

Whi(qm)] (A2 is the multiplier on ICpr p). Such value for Ay always exists. When X5 = 0,
qu = G and gum = gy so that 23 F Win (g3 ) — Win(aig)) > i Wi (@) — War (@) from the
definition of scenario 2. When A5 = apr, + iz, g < qo = @ and 2L B[(Wig (@) — Wir(g)] <
ol Wir (qiy) — War(afy)))-

Relative to the BOEM, only the rents of hL and [L have decreased. The IC constraint of hL is
taken care of by construction, and Uiz, 1, > Ujp g from Lemma 7(1). Hence, all IC constraints

remain satisfied.
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We now optimize over the z’s. Notice that VW;y = maxg,, {VVIH(qu)jL% Wb (qe)—Wh(qm)]} >
Wir (@) > VWi Hence, we need to consider three cases depending on the relative ranking of the

virtual welfare associated with hL.

L VWu = VWig > VWi @ War(g) — g A0 > maxg, {Win(qn) + %[VVIH(QZH) -
Wir(qm)]} [Solution 1.2.a]

The optimal probabilities are thus z; = xf B The values of g7 and ¢z are defined in (16)

and (17) and § > qig > qum > Ghg» Gh = QL = ¢-

2. VWig > VWi > VWhy : maxg, {Wiu(qn) + —/\E-[WZH(QIH) — Wharlam)]} > Wir(q) —

g

%Ael > WhH(C_I;%H) - S;L—ZA& — %q}%HAHQ (note that the condition is on VWyy

evaluated at Ay = 0).

At the current value of Ao, the buyer prefers to give the contract to [H over hL. As we
progressively increase x;y at the expense of 7, while keeping x,lf 5 (Wir (qne) — Whi(ane)] =
g Win(anr) — Whi(qnr)], we decrease Az (i.e. increase ¢ and decrease qng - from (16)
and (17)). This decreases VW and increases VWy.

This process continues until the relative ordering of virtual welfares changes or the binding
IC constraints change (at least of one these two events happen before we reach the feasibility
constraint x;y = xj5™). Specifically, the two IC constraints we need to worry about are
ICh 1, i which stops binding when Ay = 0, and 1C;z, ;5 which starts binding when x5 = xp1.

This yields three cases depending on which event happens first:

(a) VWig = VW first (note that given the assumption of this case, VW > VWyy
always): We have then reached the solution. At the solution, the probabilities of winning
are: xy;, = wsz > xﬁf > TR > T > wf;f > ThH = wﬁﬁ where z;g and xp, 1, are defined
implicitly by xfg[mH(qhH) —Whi(qne)] = zigWim(qr) — Whr(que)] for the values of
grp and g that solve (16) and (17) at the current value of A2 (g < qipr). The z’s are
optimized given the virtual welfares. The ¢’s are optimized given the binding constraints

and the value of . [Solution 1.2.b]

(b) Ao = 0 first. IC,1 i ceases to bind and g¢py = q,%H and ;g = . As z;g further increases
and xpy, decreases, the buyer increases his expected utility. None of the virtual welfares
are affected in the process, and thus this continues until we either reach z;y = 23~
or ICyr, ;g starts binding (this happens when xﬁﬁ[MH(q%H) — WhL(q,QLH)] = o A0 —

thAQQG.).
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In the first case, we are as in Solution 1.1.b: z;;, = xsz > T = X > Tp = JJI}?in
ThH = :L‘g 5, QhH = q}% g and gy = G. The 2’s are optimized given that, by assumption,
VWi > VWhy.
In the second case, we are as in Solution 1.1c. Thus, z;;, = $lsz > o™ > g >
Thr = TP > vy = o) B, i = g = g and g and g defined by (8) and (9), qm,
qnH < G-

(c) &g = xpp first. At this point, ICjy ;g starts binding. Based on the expressions from

(1), reworked using the equalities (2) to (4), the associated virtual welfares are given by:

. + X5 — A
VWig = max{Wig(qu)— (anr + o 3)A92QlH + MA&} (18)
qILH g g
A A
VWi = max{Wi(qnn) — ——Abagny — —2 T QL F oL SN0} (19)
qnH (0791 OhH
A
VWhL = WhL(g) - —5A(91 (20)
Qp,

There exist values for A3 and A5 such that (1) Z[W;x (qig) —Whi(qm)] = $5g[mH(QhH)_
Whi(qng)] and (2) VW;g = VW, To see this, note that the progressive adjustment
of z;g until ;g = x5 implies that there exists a value for A3 that satisfies condition
(1). Once A3 is fixed, there is a value of A5 that ensures condition (2). Indeed for any
feasible A3, when A5 = 0, the virtual welfare of hL is greater. When A5 = o7, and
Ao = apr, 4+, — Ag, this follows from the fact that we have assume that VW;g > VW),
when 1C;r, ;i becomes binding.

Note that Ao = apr, — A3 + As. If the implied A9 is positive, this is the solution: z;;, =
a:sz > a:fLB >apL =T = X > mﬁf > rpH = xﬁg and the ¢’s solving (18) through
(20) above for the values of A\3 and A5 that satisfy conditions (1) and (2) (in particular,
Qi > qni)- The x’s are optimized given the virtual welfares: the buyer is indifferent
between [H and hL and VW > VW, follows from the comparison between (18) and
(19) when ¢;i7 > qnm. The ¢’s are optimized given the binding constraints and the value

of the multipliers. [Solution 1.2.c]

If the implied Az is strictly negative, then ICy,r ; ceases to bind at some point. We are
then in the same situation as in Solution 1.1.c. At the solution, x;;, = xlFLB >t >
g > Thp > T > wpy = o, ain = g = g and gy and g, defined by (8) and (9),

Qe 9 < ¢

3. VWigr > VWhay > VWir : War(q) — S A01 < Whp (g ) — SHEAG, — S6LEAUL g2 NG, (note
that the condition is on VW evaluated at Ay = 0).
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In this case, we ideally want to decrease xjr, first to the benefit of x;z (then, possibly to
the benefit of zy,7). Doing this while keeping l‘gg Wir(gnm) — Whi(anm)] = wig Wi (qm) —
Whi(qm)], requires that we decrease A2 (cf. (16) and (17)). This decreases VW;g and in-
creases VWpyp, but given the condition on this case, the ordering of virtual welfares is not
affected. Thus, this process continues until, either we reach Ag = 0 (and thus ICy, ;5 ceases

to bind) or x5 = x5 (and thus IC;z, ;i starts binding).

(a) We reach 2;y = xpr, when Ay > 0 : This implies that ICjr, ;5 becomes binding in the
process. Optimizing from now on with constraints ICignm, ICir 1, 1CiLhr, IChL1H
and ICpr pp binding requires that we keep z;y = x5,r. The virtual welfares are given
by (18), (19) and (20). Like in part 1, scenario 2, case 2c, we proceed by first looking
for values of A3, A5 and ¢’s such that (1) Z[Wig(qg) — Whr(qn)] = xfg[ﬂﬁg(qhg) —
Whi(anm)l, i-e. Uipwr = Uiy and Upp pg = Unp pe and (2) VWig = VWi,

If the implied Ag is positive, then this is the solution (solution 1.2.c) because condition
(1) implies that ;g > qny, which in turn ensures that VW = VW, > VWyg. The
x’s are optimized, and so are the ¢’s.

If the implied A is negative, then we are as in part I, scenario 1, case 3: the binding
constraints are 1C;r, 177, IC;r nr, IC;g ne and I1Cy, 1, . This leads to solutions 1.1.c, 1.1.d

or 1.1.e.

(b) We reach A\ = 0 when x;57 < z5,. We can continue to increase z;y at the expense
of xpr, and afterwards if necessary increase xjp at the expense of xpr until ICir, 11

starts binding. (/C},r ;g no longer binds because increasing x;5 beyond xp7, means that

haWin (ane) — Wihie(qne)) < zigWin(qm) — Whi(qig)]). The case then reduces to

part 1, scenario 1, case 3, implying one of solutions 1.1.c, 1.1.d or 1.1.e apply.

Proof of part II of Theorem 1: W,y () — Wy () < 0 i.e. Af; < GAb,

The binding constraints in the buyer-optimal efficient mechanism are IC;g 77, IChr 15 and 1C;z, 41

The buyer’s resulting expected utility is given by

apr + o apr + oy org + o + o
L T NG) — LT 0 Ay + g (W (qre) — —2 L L

apTiaWin(ar) +
arg arg anH

ar,
+onrhn[Whi(gnhr) — CY_hLAel] +oyreiWir(air)

Keeping the probabilities fixed at zj = :Ug B optimizing the ¢’s requires that ¢z be set equal to

apr + o
a g

_ QpL +oqp

iy = argmax{Wig (qm) + A QA0 } (22)
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This reduces the informational rents of hL and [L. By Lemma 7(1), we know that Ui nr, > Uir,ia
as long as Upr g > Unr,na- Hence, we need to consider only two scenarios, depending on whether

IChL,hH binds at q%H:

Scenario 1: At g7y, Unrim > Unpnm, 1.6, 2 (Win(giy) — Whe(ain)] < =5 (Win (@) — War (@)

In this case, all IC constraints remain satisfied as we decrease ¢ to qZQH. Note that W, H(quH) —
Wh L(QZQH) = A6y — AGQQZQH < 0. We now consider the optimization of the probabilities of winning.
From (21), the virtual welfare associated with [L is the largest. This leaves four cases depending

on the relative ranking of [H, hH and hL:

L VWi 2 VWig 2 VWya : [War(g)—gE A6 > [W/le(q?H)_._O‘hg;alL Aol—“hg;% qfy AG2) >
(Wi (q) — WA&] [Solution 2.1.a]
The optimal probabilities of winning are xp = :Ug B since the ranking of the virtual welfares
corresponds to the ranking of the first best welfares. All IC constraints are satisfied. The x’s

and ¢’s are optimized given the binding constraints.

2. VWig > VWyg > VWhyr - [VV[H<ql2H)+ahZ;alL Ael—ahg;m QZQHAHQ] > WhH(G)—Mﬁ%Ael >
[WhL(g) — %Ael] ; or

OpL

VWig >VWy > VWi : [MH(Q?H)+ahL+alL A@l—ahLJra”“ Q?HAHQ] > [WhL(g)—%AHﬂ >

g oun QpL

Wi (qnp) — SEESALEAL NG,

The buyer would like to increase x;z; at the expense of xpr. Doing this does not affect the
supplier hL’s IC constraint: Upr g > Upr pp corresponds to le[W'lH(qu) — WhL(quH)] <
xfg (Wi (@) — Wi (q)] and W/ZH(quH) - WhL(qle) < 0. Moreover, as long as xp;, > x4, the
change in ;7 does not affect [L’s IC constraint either (Lemma 7(1)). Thus, changing x;x

does not initially affect the virtual welfares.
When we reach z;p = xp1, = T, 1C;1, ;g starts binding since Ujr, p1, = xpA01 — 2ig A0 +
:Blqu2HA92 + 2pg A6y and Ujp g = leqZQHAOQ + xpgAf;. Define \; € (0,qqr), the value of

A5 that equalizes the virtual welfares associated with [H and hL:

OzhL-i-)\* apL + QL £
(oL +25) g, _ O £ UL NG 2y (g) - 23
Qg QO QpL

Win (af) + A (23)

(from (1) to (4)). Such a value for A5 exists. When A5 = 0, the virtual welfare associated with
hL is larger. When A5 = oy, the virtual welfare of [H is bigger by assumption. Note that

this process does not affect the virtual welfare associated with hH, which remains unchanged.

(a) [Solution 2.1.b] If at \;, VW = VWy, > VW, then the solution is g = ¢ ,

qng = q and qpr = q = q and xy, = :L‘fZB,whH = xfg, and x;g = x5, = T. All IC
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constraints are satisfied. The ¢’s and the z’s are optimized given the binding constraints
(in particular, the buyer is indifferent between [H and hL, but strictly prefer these to
hH).

(b) If at A5, VWig = VWi < VWya, the buyer prefers hH to [H or hL. He increases his
expected utility by raising xj,y while keeping Uiz = Ui p1, that is, z;g = xpr, and
As = A5. This process does not initially affect any of the virtual welfares until ICyr, 15
starts binding (this happens at xp;, = 2y > xpg given that gy = quH < qpp = q when
Unpnrr < Unrim)-
From then on, IC;g nu, 1C;L 1, 1C; 1 a1, IChL g and IC, pg are all binding. The ex-

pressions for the resulting virtual welfares are given by:

apr +ogn — A apr + A5 — A
VWig = max{Wg(qn)— (s + au 3)A92qu 4 LT NG ) (24)
aH o g g
A o +apn +aip — A
VWhH = maX{WhH(qhH) — —3A92qhH — L hL LL 3A91} (25)
dnhH OhH anhH
A
VWhL = WhL(g) — —5A91 (26)
QhL

The buyer increases his expected utility by continuing to increase xpp at the cost of xpy,
and x;p, while satisfying: (1) Ujp g = Uippr (thus @ig = 2p1), (2) Upphg = Unram,
that is 14 [Win (qm) —Whi(qm)] = 2au[Win (gna) —Whi(gnm)], and (3) VWig = VWi
This requires an increase in A3 and a decrease in A5, i.e. a rise in ¢;y and a decrease in
gnp (nonetheless, q?H < qug < qpy remains as long as VWigy < VW, as is apparent
from (24) and (25)).3

This process stops when either VWyg = VW;g = VW), or we hit a non negativity

constraint for the multiplier Ao = ay, + A5 — As.

i. [Solution 2.1.d] Suppose VWg = VW;g = VWjp at a point where Ao > 0.
Then we have reached the solution. The ¢’s are defined from (24) and (25) for
the values of A3 and A5 that equalize the virtual welfares (note that this implies
that gz < qpm, so that, in turn, Upr pg = Upr, g implies x;y > xpp as required

for incentive compatibility). The z’s are such that x;;, = xsz , and J:f;f}

> Ty =
FB with N FB =14 All IC
Thr > Ty > Ty Wi (qrx” + cqgrig + appehr + apgenpg) = 1

constraints are satisfied. The ¢’s are optimized given the binding constraints. The

3Formally, we have four equations (the three constraints mentioned in the text, plus the feasibility constraint
N(oelLa:fLB +aptig +oanLxhn +argrre) = 1) and five unknowns: pm,zhr,zim and A3 and As (the ¢’s are

determined on the basis of the X’s by (24) and (25)). Thus any value for z,u pins down the other variables.
4No other feasibility constraint for the probabilities of winning binds, except for the one-type constraint for z;z..
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x’s are optimized given the resulting virtual welfares (the buyer is indifferent among
[H, hL and hH).

ii. [Solution 2.1.e] Suppose A2 reaches zero at a point where VWpy > VIW;g =
VWhr.
Let A\;*, the value of A5 at this point. We also have g7y < qg < qny and g =
xpr > xpm at this point. The buyer further increases his utility by increasing zp g
at the cost of x;y and xpr, while keeping Ujr, g = Ui pr, and VWig = VW (ie.
A5 = A\i* and the ¢’s are fixed at gy < qnz).> This process at first does not affect
the virtual welfares (since \s is fixed, we keep having VWyg > VW, = VW),

until 10y, i starts binding.® At this stage we have:

Urig = zhaQA0+xgquAls = Uip ny = v A0 + Trhagnn Ad2

= Uit = Th A0 + 2 qrn Ads

thus zp;, = zpg < 1. To keep increasing the buyer’s welfare while satisfying all
three constraints out of L requires that we keep zp;, = xpy. Thus we increase
both zp; and zppg at the expense of x;y (this will indeed increase the buyer’s
utility since VWyg > VWi = VW), and adjust the ¢’s as needed, that is, we
increase q;y and decrease qny. We do this until VW;g = VWjr = VWyy. We
have then reached the solution. At the solution, ;g < gqpy and x;;, = xsz , and

ol > x> Thn = The > Thg with N(agpaf® + g +onpann +apgong) = 1.

3. VWhr > VWi > VWir : [Whr(q) — S A6] > Wiy (q) — SESALENLNG, | > [Wik(g7y) +

QhH
aprtagr _ oapptoyp 2 .
e Afy e Qi A02] 5 or

VWha > VWi > VWig : Wyp(g) — SUEZALEAULNG, > [Wr(g) — 2 A61] > [Win(qfy) +

OnhH
aprtoqp aprtoip 2
o A91 o quAeg]

In this case, the buyer would like to increase xpp at the expense of x;p7. As we increase xp g
and decrease x;y, we reach a point where le[W/lH(quH) —Whr (qu)] = hg[(Wig (@) — Wi ()],

that is, ICyr, i starts binding.

A candidate solution is defined by the value of Ay € (0, a1, + oyp) that equates VWy and

>The exact way in which z;5 and xp,1, are decreased is determined by Uiz, ;g = Uir,nr, 6. ©igquaAO2+xnap A1 =

Th AO1 + xhrqna Af2 and the feasibility constraint N(alelFLB + T + anLThr + araThE) = 1.
5This is the only constraint that can bind in the process. No new constraint can bind out of [ H since Uiy = zpuy Ab;y

increases and alternatives decrease. No new constraint can bind out of hL because Af; — Abagpy < 0 given that

Qnm > qu > gy and VWiy > VWig.
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VWha :

*

pys A aig + A anr + o — M\
max{ Wi (quer)+—2 A0 ——2 Abaqizr} = mas{ Wi (qnir) — ———2 NGy ——L T2 22 NG, gy )
QH olH Ol H hH OhH anH (27)

(from (1) to (4)). Such value for Ay exists since the virtual welfare of [H is larger than that

of hH at Ay = 0, and smaller at Ay = a1 + o by assumption. By inspection of (27), this
happens at %5 < a—)‘zl;; that is, the resulting ¢’s are such that qle < qig < qpy- Finally,
we require that Upr g = Upppw, that is, oig(Win(qr) — War(awr)) = zhaWia(gnm) —
Wi (gnm)] which implies that ;7 > g as required by incentive compatibility.

This process only affected VWpr, and VWhyr. If VW3 > VWyg = VW) at this point, then
this is indeed the solution. The other variables are set such that z;;, = xﬁ-JB , ThL = xi f ,
and qnr, = qiz. = q. The ¢’s are optimized given the values of the multipliers and the binding
constraints. The z’s are optimized given the resulting virtual welfares. All IC constraints are

satisfied (ICjp g satisfied given Lemma 7(1)). [Solution 2.1.c]

I VWh < VWxg = VWi, the buyer can further increase his expected utility by increasing
xpp and zyp at the cost of zy, 1. He does so while keeping Ay = Aj so that VWy,g = VW;g. The
exact way in which xp g and 2 are increased is pinned down by z; g [Wig(qir) — Whe(qw)] =
Tha[Wir (gner) — Whi(grm)]. This process does not affect the virtual welfare, until xy;, =z
at which point IC;r ;g starts binding. We are now in a situation where 1C;g 51, 1Ci1 15,
ICin L, IChL g and 1Cy g are all binding and VW, < VWyg = VW;y. From then on,
the virtual welfares are those defined in (24) - (26). Let A; such that VW;z = VIW,.
Since there is no change in A3, the ¢’s are not affected (g < qnm) and the z’s implicitly
defined by x;p = zpr and Upppy = Uppgg are not affected either. Thus we are exactly
in the same situation as in 2(b) above, and the proof thus proceeds along the same lines:
we look for a solution where 1C;y 1, 1C;1 11, 1C;1 b1, IChL,m and 1Cy 1, pi are binding and
VWi = VWyrg = VWig, or ICg . 1ICi1, 11, 1CL hr, IC e and 1Cy, 1 g are binding and
VWhr = VWyyg = VW;g. [Solution 2.1.d or 2.1.€]

4 VWi > VWig > VWi @ Wyp(q) — SESLEULNG, > Wiy (qfy) + EEULAG, —
MQ?HAGQ] > [WhL(g) — ‘”—LAel]

ol H AhL
Given the ordering of virtual welfares, the buyer is first tempted to increase zppy at the
expense of xpr.” Two things can happen in the process: (1) IC;p 1z starts binding (this
happens at $5JB = ThL because UlL,lH == mlHAGQQZQH + .thAQl and UlL,hL == .thA@l -

g A0 + :z:lHAﬁquQH + 2pgAb1), (2) ICh i starts binding (this happens at a point where

"That is, keeping the equality N(alLachB + apeh? + anprnr + angTha) = 1.
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zhg < xhP since 2 (Win(Q) — Wi (@) = ofZWin(¢%;) — War(g?y)] at that point, and

Wir(q?y) — Whi(g?y) < 0 from the definition of scenario 1). We examine each case in turn.

(a) ICip m binds first (a:l};}g = Zpr)
Let Af, the value of A5 that equalizes VWi and VW), ,. This was defined in (23). We now
have VWyg > VW;g = VWyr. Thus the buyer can increase his welfare by increasing

xp - The rest of the solution is as described in 2(b) above. [Solution 2.1.d or Solution
2.1.e].

(b) IChL,hH binds first:

This happens at zp; > :Uflf > xpy (the first inequality comes from the fact that
IChr nm binds first; the second inequality comes from the fact that ¢z < gy = 7 at
the point where ICyr, i starts binding). Increasing further x,y at the expense of xpr,
while keeping P (Wir(qrr) — War(@r)] = whu[Win(ane) — Wai(gam)] requires that
we decrease qpr and increase g;p. This corresponds to a rise in Az, a decrease in VWj g
and an increase in VW, . This process stops when either VW,g = VWy gy or ;g = xp1
whichever comes first (note at this stage x5 = xpr, > xpy and IC)r g starts binding).
If VWig = VW first, we can continue to increase the buyer’s utility by decreasing
T, this time to the benefit of both [H and hH while keeping VW = VWyy and
Unphir = Uppgm (note that this implies iy < gng and xpr, > xpp). This process
continues until zp7, = x;y at which point ICjy, ;i starts binding.

Thus, in both events, we reach a point where IC;g 11, 1Cir 11, 1CiL . 1Chr 7 and
IChp hg are all binding. From then on, the virtual welfares are those defined in (24) -
(26). Let Af such that VW;g = VWj,. Since there is no change in A3, the ¢’s are not
affected (qig < gnm) and the 2’s implicitly defined by ;g = x5, and Upp pg = Unrpin
are not affected either. Thus we are exactly in the same situation as in 2(b) above,
and the proof thus proceeds along the same lines: we look for a solution where IC;g 1,7,
ICinam, IC b1, 1C,Lm and 1Cy,, g are binding and VWy, = VW, = VW, or
ICiane, IC L m, 1C L L, IC L e and 1IC,L g are binding and VW; = VW,g =
VWig. [Solution 2.1.d or 2.1.e]

Scenario 2: At g%y, Unrpy > Unp g that is, 5P (Wig (¢%) — Wi (¢%y)] > E B Wi (@) — Wi (9)]
In this case, ICy nnz becomes binding as we decrease ¢ towards q?H. To decrease the rents of

hL and [L, we now need to decrease ¢ and qpp, holding Upr, g = Upr n. The optimal ¢’s are
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defined by:
) A5
Qg = arg H%iX{MH(QZH) +
. g + A3 anpr +oqr — A3
gy = argmax{Wyny(qny) — —7 2N, - 2 AOoqn}
qhH QpH QhH
where A5 € (0,anp + aqr) is chosen such that x{}f[ﬂﬁg(ql”}{) — Whr(qfy)] = xfﬁ[Wm(qZH) -

Whir(q; )] Note that the sign of Wir(q¢jy) — Whr(qfy) = A1 — Abaqfy; is not pinned down
a priori so that ¢y and gpy cannot be ranked. No other new constraint binds in the process

(Lemma 7(1)).

We now consider the optimization of the probabilities of winning. We need to consider five cases:

L VWi > VWi > VWag @ War(g) — 2LA0 > Win(gy) + 2200 — 22 Abyqfy >

QhL
a g+ aprtor,—As
Wha (@) — %A& — %A%qh}[.
The optimal probabilities of winning are xp = kB This corresponds to Solution 1.2.a

except that ¢;g and ¢,y cannot be ranked a priori.

2. VWi > VWar > VWar :+ Wi(giy) + 25001 — 2200 > Win(g) — 2-A0; >
Wha (g ) — alf;/\Z Ay Q%HLAAQQQ
VWig > VWhag > VWi : Win(qiy) + aj, Afy — _A92qu > Whi(Ghy) — alf;&Ae -
LFALN NGty > Wit (g) — 2L A,

The buyer would like to increase x;f at the expense of xy,r,. Doing this while keeping Up,r ng =
Unhr, g requires that we adjust the ¢’s and thus Aa. Specifically, if A0y — Abaqfy; > 0, we need
to decrease Ao, otherwise, we need to increase it. In both cases, VW goes down and VW
goes up. This process continues until either a new IC constraint binds or the relative ranking
of the virtual welfare changes. Since x;z7 > xf;f > xnH, the only IC constraint to worry about

is IC;z . This gives us three cases to consider depending on which event happens first:

(a) VWig = VW > VWpp : We have reached the solution: z;;, = :z:fLB, ThH = :Bfg and
b B > app > o > off with N(opaf? + cipaig + anpens) = 1—odly, ain = aur = ¢
and ¢y and ¢ng determined by the value of Ay that equates VWy,g = VW;g. This

corresponds to Solution 1.2.b.

(b) VWig = VWyg > VW, : Note that this means that ¢z < gpg and Af; — Abaqig < 0
since g [(Wig(qier) — Whi(qm)] = th BIWir(qir) — Wir(quer)]. The buyer continues to
increase his expected utility by decreasing 7y, this time, to the benefit of both a7 and

xpH, doing so while keeping VWi = VWi, and Uyr 1 = Upr,m. Thus Ao is fixed and
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so are ;g and gpg. Therefore x;g > xpy. This process continues until zp;, = z;y at
which point IC;z, ;i starts binding. From then on, the virtual welfares are those defined
n (24) - (26). (note that A2 = apr + A5 — A3). Let Af such that VW = VWj,.. Since
there is no change in A3, the ¢’s are not affected (¢ < gqppy) and the x’s implicitly
defined by z;g = x5, and Uy g = Upr, g are not affected either. Thus we are exactly
in the same situation as in scenario 1, 2(b) above (VW > VW;g = VW;), and the

proof thus proceeds along the same lines. [Solution 2.1.d or 2.1.e]

(¢) xhr = z1m, i.e. IC; g starts binding. From then on, IC;y n, ICi 151, ICiL hry ICKL1H
and ICyr, pp are all binding. The virtual welfares are those defined in (24) - (26). (note
that A2 = apr+As—A3). Let A\ such that VW, = VW}, 1. Since there is no change in Az,
the ¢’s are not affected and the ’s implicitly defined by x;i = x5, and Upr pg = Unr g
are not affected either. If VW;y = VWy > VW), we have reached the solution:
i, =ahP, ol P> oy =ap =7 > 2ol vpw =2k B, ann < G and q = g = 4.
All IC constraints are satisfied and the ¢’s and z’s are optimal given the resulting virtual
welfares. [Solution 1.2.c]

It VWig = VWi < VW, we can conclude that g < gy and A0y — Absqig < 0
since 2 (Win (qim) — Whr(an)] = of Wi (am) — Wai(qw)]. We are thus in the same

situation as in scenario 1, 2(b) above. [Solution 2.1.d or 2.1.e]

3. VWis > VWag > VWi : Wi (@) =2 A0y > Wiy (g ) — 2222 NG — 2Lt Ny g >

Win(qfy) + 2220, — 22 Ay,

(Note that this implies ¢y < ¢} ;7 and A0y —Abaqly < 0 given that 252 [Wig (qfy) — Wi (4)]
= mfg[ﬂfm (@) = Whi(g;g)])- The buyer wants to increase xpy at the expense of z;5. This
requires adjusting A2 to maintain the equality =g [(Win(qr) — Whr(anr)] = ene Wik (gne) —
Wir(qnm)]- Specifically, A2 decreases, ;7 increases and gp, g decreases, until VWi = VW;g.
This occurs at x;g > zpy. Indeed, at ;g = zhy, g = qny thus %%ﬂwng =

FB

C;\Z—ZAHquH implying that VWypg < VWig. The solution is thus z;;, = xﬂB,th = 37 and

a:f;f > X > ThH > mfg and ;g < qig < qng < . This corresponds to solution 2.1.c

4. VWi > VWig > VWi - Win (@) — QA3 NG, — MA%Q}SH > Win(qy) +

X X OhH apH
e A0y — 2 A02qfy = Wii(q) — §5EA0

Note that this implies that ¢ < ¢} and Af; — AbBaqfyy < 0. Define A3* € (0, A3) such that

max{ W (qnpr)——2—2- NG — =L T 22 AGyg i} = max{Wig (qupr)+—2- A0 ——2-Abyqip }
qdhH ahH aOhH qQqH (67521 (%18]7){
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This implies ¢ < qu < g < @y and VWi = VWyg > VW

>From there, the buyer can increase his expected utility by increasing zpy and z;; at the cost
of xpr. He does so while keeping Ao = A3* so that VW,yg = VW;y. The exact way in which
xpg and zyy are increased is pinned down by x5 [Wig(qm) — Whie(qm)] = zng[Win(ane) —
Whr(qnm)]- This process does not affect the virtual welfare, until x5, = x;y at which point
IC,, 1 starts binding. We are now in a situation where IC;y 17, 1C;1 117, IC; 1 b1, IChL 11 and
ICh1 na are all binding and VWy,r, < VW, g = VW,;g. From then on, the virtual welfares are
those defined in (24) - (26) (note that Ay = apr, + A5 — A3). Let Af such that VW = VIV,
Since there is no change in A3, the ¢’s are not affected (g < ¢np) and the x’s implicitly
defined by z;z = 251, and Uy ng = Upr, g are not affected either. Thus we are exactly in

the same situation as in 2(b) above. [Solution 2.1.d or 2.1.e]

VWag > VWi > VWi« Win(giy) — 2E22AG, — LI AG g > Wi (g) —
QUL AGy > Wi(gfy) + 22 A0 — 22 Abagly

We are again in a situation where ¢ < qf;; and A0y — Abfaq;;; < 0. The buyer would like
to increase xpy at the expense of x;y. Doing so while keeping ;5 [Wig(qirr) — Whr(qn)] =
haWim (qne) — Whr(qrm)] requires an adjustment in A9, leading to VW;y decreasing and
VWpp increasing. This process continues until we reach A\3* which corresponds to VW;y =
VWi (as defined in (28)). Since Af; — Afagf;; < 0, the corresponding qualities and z’s are

such that ¢/ < g < qwr < ¢ and xpg < 21H.

We now need to distinguish two cases depending whether VW, > VW, g = VWygy or
VWig = VWhg > VW

(a) VWyxr > VWi = VWyg : Then we have reached the solution: z;;, = :L‘fZB, Th = xﬁLB

B

and xll;l > X > Thg > xfg, qr = qnr = q and ¢y < qu < qna < @55 as defined by

(28). This corresponds to Solution 2.1.c.

(b) VWig = VWpyg > VWy : the buyer further increases his expected utility by increases
x1g and xpy at the expense of xp; while keeping VWyy = VWy (that is keeping
X2 and the ¢’s fixed) and Upr g = Upppm (thus apy < ap). This process does not
affect the virtual welfares until z5;, = ;7 and 1C;z ;7 starts binding. We are now in
a situation where IC;g m, 1Cir 11, ICiL hr, IChr i and IC,r pr are all binding and
VWi < VWyg = VW;g. From then on, the virtual welfares are those defined in (24)
- (26) (note that A2 = anr + A5 — A3). Let Af such that VW;z = VWj,. Since there is
no change in A3, the ¢’s are not affected (g < gny) and the x’s implicitly defined by

21 = pr and Uy pg = Unr, g are not affected either. Thus we are exactly in the same
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situation as in 2(b) above, and the proof thus proceeds along the same lines. [Solution
2.1.d or 2.1.e]

61



Technical Appendix: A Model of Bargaining with Recall

May 21, 2009

1 Description of game

Figure 1 gives the order of moves for the case of two suppliers.! A supplier’s type is known only to
that supplier, although the probability of each type is common knowledge. In all other respects the
game is one of complete information, in particular all players observe actions made by all players

in previous stages of play.

Stage:
la 1b 2a 2b 3a 3b 3¢
Buyer Supplier 1 Buyer Supplier 2 Buyer Buyer The recalled
makes a accepts or makes a accepts or chooses makes a supplier
menu of rejects. menu of rejects. whether menu of accepts or
offers to Acceptance offers to Acceptance to recall offers to rejects.
supplier ends the supplier 2 ends the supplier 1 the
1 game game or2 recalled
supplier
Nature assigns a Nature assigns a
type to supplier 1 type to supplier 2

Figure 1: Moves in the game

It is helpful to describe the structure of (multi-node) information sets. At stage la, the buyer
has an information set since the initial move by nature is not observed. At stage 2a, the buyer
arrives at a similar information set where the node that the buyer finds himself at is a function of the
types that reject the stage 1 offer and the move by nature assigning types to supplier 2 (since these

are independent events we will consider beliefs over them separately). At stage 2b supplier 2 hits

!The type of supplier 2 is assigned at the start of stage 2, merely to simplify the writing down of the belief structure
of supplier 1 and the buyer.



an information set where the node is determined by the type of supplier 1 conditional on rejecting
the stage 1 offer. At stage 3a the buyer hits an information set where the node is determined
(conditional on the node at 2a) by the types that reject the stage 2 offer. Lastly at stage 3, supplier
1 arrives at an information set where the node is determined by, again, the types of supplier 2
that reject the stage 2 offer. Clearly, some of these information sets are more interesting from an
economic point of view than others.

Ex-ante probabilities of each supplier’s types are given by o1, aig, ang, anr,. Each supplier
knows the order in which they are approached and the history of offers that are made before they
are reached, and know that N suppliers exist. Let ¢q; describe the quality in the contract intended
for the high marginal cost suppliers, let g2 describe the quality in the contract intended for the low
marginal cost suppliers. Let u’ describe the updated belief of the buyer concerning supplier i’s type
when supplier i rejects his offer. Hence, ,uf I ,ufH, MZ Iz uﬁl g denote the updated probabilities that
supplier ¢ is of type [L, [H, hL, hH. The buyer buys for sure so that in the stage 3 no exclusion is
allowed. That is, we require that the stage 3 offer be acceptable to all types who find themselves
at stage 3 with positive probability.

The characterization of the potential equilibria in the game proceed through a series of lemmas.

Wherever possible we use the same notation as used in the rest of the paper.

2 Equilibrium concept and approach to solving

We apply the sequential equilibrium concept (see Mas-Colell et al for a definition). In the next
sections we explore the form of different types of potential equilibria. The idea is to get to the point
where computational derivation of actual equilibrium, given parameter values, is straightforward.
We also want to understand the belief structures that support any computed equilibrium and be
able to fully articulate strategies.

The approach is to consider stages 3, 2 and 1 in that order. The discussion of stage 3 begins
with deriving the offers made and then discusses the choice over whom to recall. We find that
in any equilibrium it much be that one of the suppliers is recalled with certainty (ie. there is no
randomising over whom to recall). Because of this the discussion of each of stages 2 and 1 is divided
into cases in which supplier 1 is recalled with certainty and supplier 2 is recalled with certainty.

After mapping out the form of potential equilibria computation is used to work out, for given
parameters, what strategies actually satisfy the equilibrium requirements. The bulk of this work is
in working out whom to recall in stage 3 and which types to exclude in stages 2 and 1.

Before we start, it is useful to articulate more specifically what we are looking for in describing

potential equilibria: To characterize the properties of a potential equilibria we need to articulate



the strategy and beliefs of the buyer and the two suppliers. For the buyer this involves:

(A) Stage 1 offers by the buyer;

(B) Stage 1 and 2 beliefs of the buyer regarding the type of supplier 1 and 2 (respectively);

(C) Stage 2 beliefs of the buyer regarding the type of supplier 1;

(D) Stage 2 offers made by the buyer;

(E) Stage 3 beliefs of the buyer regarding the type of supplier 2;

(F) The decision rule of the buyer as to whom to recall in stage 3; and

(G) Stage 3 offers made by the buyer.

The stage 1 and 2 beliefs of the buyer with respect to the types of supplier 1 and 2 (respectively)
are trivial to state: in both stage 1 and 2, the buyer believes that he faces a supplier with one of
the four types with probabilities o, aig etc. 2 As a consequence part (B) will not be the focus
of the many lemmas that follow.

We also need to articulate:

(H) The decision rule of supplier 1 at stage 1;

(I) The decision rule of supplier 2 at stage 2;

(J) The beliefs of supplier 2 at stage 2 over the type of supplier 1;

(K) The decision rule of each supplier should they be recalled; and

(L) The beliefs of supplier 1 over the type of supplier 2 should supplier 1 be recalled.

Parts (H) and (I) are non-standard only if the supplier is liable to be recalled. The decision
rules of suppliers who do not face the possibility of subsequent recall are simply to accept if IC
and IR etc are satisfied (ie. the standard rules). As a consequence we will only focus on (H) and
(I) when recall is a possibility and will not henceforth consider (K). Parts (J) and (L) are noted as
being formally required for a complete characterization of sequential equilibrium. However, they
have no economic bearing on play. As a consequence, we merely note that these beliefs should
correspond to those of the buyer at the same points.?

In the lemmas and discussion that follow we will use the letter notation above to refer to various
parts of the equilibrium. This should help keep track of the elements of equilibrium that are being

discussed.

2Sequential equilibrium is helpful in pinning down these stage 2 beliefs in the case where all types accept the stage
1 offer. No other subtlety exists in this regard.
3Setting these beliefs to be the same is not entirely innocuous in off-equilibrium play. As a consequence this is a

slight refinement, albeit one used in the literature (see eg. Mas-Collel et al at p452).



3 Stage 3

In this section, we describe the offers made in the third stage and how the buyer decides whom to

recall.

3.1 Offers

The buyer’s beliefs about the supplier are given by 1., tz,.-- Where y;r is the probability that the
supplier is of type [L. Moreover let m = 5, + py,;, (the probability of a low marginal cost supplier).
Denote by (pﬁecan, q{ecall), 1 = 1,2, the third stage offers, where ¢ = 2 signals an offer directed at

low marginal cost types. The following lemma follows from existing results in the main paper:

Lemma 1: (G) Stage 3 offers made by the buyer:

(i) If © =0 and ppg > 0, the stage 3 contract is ;e = piecall = §; 4 07, el = gieeall = 7.
The hH type has zero profit and the lH type makes a profit of AOy. If m = 0 and ppy = 0,
pﬁecall — pgecall — Ql 4 5267 qliecall — q5e0a11 =7

(i) If m =1 and g, > 0, the stage 3 contract is pie = piecall =@, + 0sq, geealh = geenll = q.
The hL type has zero profit and the IL type makes a profit of A6y. If m = 0 and p;, = 0,
pll'ecall — pgecall — 91 4 92@[ qiecall — q5e0a11 =q

11) If 0 < <1 and pyy > 0, then the solution is the same as in lemma 6 of the main paper,

hH
substituting p; for a;, i € {IL,IH,hL,hH}. That is, p(7) = 01 + O2¢;(7), g (n) =
argmax{v(q1) — O2q1 — 2 A02q1}, pyell(m) = 01 + Oy () + Abagi*(7), and gy (7) = g.
w) If 0 < 7w <1 and upy =0, then the solution is the same as the {IL,IH, hL} case in table

hH
5 and theorem 8 of the main paper, substituting p; for oy, i € {{L,IH,hL,hH}. That is, if we
define ¢ = argmax{v(q1) — Oaq1 — T Abaqi} then if A0y — Abagf < 0, P! () = 0y + Oagf,
gieel(r) = qI, peeall(r) = ¢, +05q+ Ab2qi , and &) = q. Alternatively, if A0y — Abaqt > 0,
then define qi* = min {85, T} then.pi(m) = 0, + Va7, ¢ (x) = g7, pel(m) = By + ag |

recall

and g (m) = q.

3.2 Whom to recall

Given offers in periods 1 and 2, if both are rejected the buyer faces a choice as to whom to recall.
If we refine our notation, so that uf is the belief of the buyer at stage 3 as to the probability of

supplier k£ having type ¢, we can state the general decision rule of the buyer over whom to recall

Lemma 2: (F) The decision rule of the buyer as to whom to recall in stage 3: Given beliefs

uil and ,u%, i€ {IL,hL,IH,hH}, the buyer chooses to recall the buyer with the highest expected



return given the structure of beliefs and the offers as articulated in lemma 1. Should the buyer be
indifferent between who to recall at stage 3, the buyer assigns a probability of recalling supplier j of

oJ such that ¢/ > 0 and ijlﬂ ol =1.

When ,u,ll g > 0and ,u% g > 0, we can exploit more structure than in the previous lemma (when
uﬁ g = 0 and ,u,:;} > 0 the neat ordering below cannot be established). This additional structure is

articulated in the following lemma:

Lemma 3: (F) Given M}LH >0 and ,LL,%H >0, m! and 72 summarize the beliefs of the buyer as
to the types of suppliers 1 and 2 respectively. If w' > w2 then supplier 1 is recalled with certainty.
If w2 > 7! then supplier 2 is recalled with certainty.

Proof: First, note that if 7% = 0 it must be that only one contract is offered in stage 3 (an
offer that extracts all surplus from the hH type and sets quality at the first best for high marginal
cost types). If 7% > 0 then two contracts will be offered. If we denote the expected value to the
buyer from recalling supplier k to be V (7Tk) then it must be that V' (7Tk = 0) <V (7r_k > 0) since
two contracts can always replicate one contract.

Now for m € (0,1], (and dropping the k superscript to ease notation), we note that (using

lemma 1 for the contract offered)
Vim) = (1= ) (oa () = By~ Dagi™" () + 7 (v(g) ~ Br — g — Mg ()

Now, if 7 is decreased to T < 7 the contracts implicitly defined by q’{ecau (m) and ¢ remain incentive
compatible and individually rational. Hence we can define
V(m7) = (1= 7) (v(gi" (7)) = B2 = Do (m)) + 7 (vl0) — Fr — Bag — Ao ()

Now, after a little algebra,

ov T — — . .

% = [v(g) — 0 — QQQ] — [v(q{ecau (m)) — 01 — Q2q§ecau (w)] >0 (since q is first best)
Hence for 7@ < m, V() > V(x,7) > V(%) where the first inequality is strict for 7 € (0,1) and the
final inequality follows from optimality. Hence, the buyer will always want to recall the supplier
with the highest w. When 7 is equal for both suppliers, lemma 2 establishes that supplier 1 is

recalled. QED.

4 Potential Equilibrium Paths

In what follows we work through the exercise of filling in the actions and beliefs that player make

and have at stages 1 and 2. We divide the work into three classes which correspond to different



types of path through the game tree. The first class are those paths which result in supplier 1 never
being recalled and supplier 2 being recalled with certainty. That is, paths where the buyer strictly
prefers to recall supplier 2 should the recall stage be reached. The second class are those paths in
which supplier 1 is recalled with certainty should the recall stage be reached. The last class are

those paths which result in the buyer being indifferent as to which supplier to recall.

4.1 Class 1: The buyer strictly prefers recalling supplier 2
4.1.1 Stage 1

When supplier 1 is not recalled the offers made in stage 1 are as described in theorem 3 of the main
paper, where the continuation value is determined by lemma 5 above. Since the recall round does
not alter revenue when supplier 2 is recalled with certainty, this implies that the offers are exactly
as would be the case for the first of two suppliers approached under the bargaining procedure

described in theorem 3.

Lemma 4: (A) Stage 1 offers by the buyer: The offers made in stage 1 are as described in
theorem 3 of the main paper for n = 2.

(C) Stage 2 beliefs of the buyer regarding the type of supplier 1: u} = % for all types i in
the set of excluded types (the complement of the set k), while ;le = 0 for all types j that receive
an acceptadble offer in stage 1. If the stage 1 offer is acceptable to all types then ujl- € [0,1] s.t.

Zjﬂjl'zl-

4.1.2 Stage 2

In the main paper the discussion of the sequential mechanism (that is, bargaining with no recall)
makes it clear that the offers made in a single shot take-it-or-leave environment are a tight upper
bound to what can be achieved in an environment where the buyer can make offers in 2 or more
stages. Having supplier 2 recalled with certainty merely adds an extra stage but leaves us squarely
within the environment considered in the main paper. As a result the contract offers and payoffs

are the same as if the buyer only had one stage to make offers (see lemma 2B in the paper).

Lemma 5: In any equilibrium in which supplier 2 is recalled with certainty:

(D) Stage 2 offers made by the buyer: p1 = 01+02q1, pa = 01+05q2+A02q1, g1 = arg max{v(q)—
Oaq — %AGQQ} and q2 = q.

(E) Stage 3 beliefs of the buyer regarding the type of supplier 2; The beliefs depend on the
decision rule of supplier 2 at stage 2 (outlined below). Under decision rule (i) m € [oyr, + apr, 1]

with g > 0. Under decision rule (ii) m = oqr, + apr.



(I) The decision rule of supplier 2 at stage 2: Two decisions rules are possible: (i) The offer
in stage 2 is accepted if the endogenous IIR constraint is weakly satisfied, otherwise the offer is
rejected. That is, \pg = Ap, = Nig = N, = 05 or (i) The offer in stage 2 is accepted if the
endogenous IIR constraint is strictly satisfied, the offer is rejected if the IIR is not satisfied and is
rejected with probabilities A\, Anr, Nig and N\, if the IIR is satisfied with equality, such that, if
v¥ is the proportion of stage k accepted offers that are (pa2,q2), Mg, AL, Mg and N, maintain

A2 = A3,

4.2 Class 2: The buyer strictly prefers recalling supplier 1
4.2.1 Stage 1

When supplier 1 is recalled a discount factor is introduced in that any benefit that supplier 1 may
receive from waiting till the recall stage (stage 3) is mitigated by the chance that the game will
terminate with the second suppliers accepting an offer in stage 2. This amounts to an endogenous
discount factor that allows some screening to be conducted over time as well as via the menu of
contracts offered to supplier 1 in stages 1 and 3.

In what follows we work through a characterization of potential equilibria to the game. The
additional notation is ¢ denoting the intertemporal discount factor for supplier 1 (described above).
The offer in stage 2, once the set of excluded types is determined is the same as in the sequential
procedure. The set of excluded types in stage two determines the discount factor imposed on
supplier 1 and thus this aspect of the offer made to supplier 2 interacts with the rest of the
model in a way that is difficult to characterize parsimoniously, but relatively easy to deal with
computationally. Some care needs to be taken, as this discount rate can be affected by the stage 3
offers, and hence beliefs, since these affect the stage 2 contract via the continuation value. Thus, 0
is a shorthand for d ().

Preliminary issues Suppose the supplier expects that the buyer will have beliefs 147, 145,.... in
the third stage (as before m = p;;, + p5,1)- Thus he expects the buyer to make the offer (pieca!(r),
gl (7)), (Pl (), g5 (7r)) in stage 3. As before, the stage 3 offer acts as the supplier’s outside
option (the endogenous IIR constraint). The difference with cases in which supplier 2 gets recalled
is that this outside option now differs depending on the fixed costs. For example, type (H will
accept offer (p1,q1) in stage 1 if and only if

p1— 01 — O2q1 > 6(01 + 024 (1) — 0 — Oa2gic ()
e

prlecall (ﬂ.)



which yields
Ry : p1 > 01 + A0 + Ooqn (1)

Similarly, we can derive the other ITIR constraints:

Ryy @ p1 > 61+ 62q (2)
IRy, : p2 >0+ 0A01 + 0yq0 + 0 ABagic(n) (3)
N—
info rent in stage 3
IRy p2 > 01 + 0502 + 0002 () (4)

Notice that 0; + 6Af; < 01. Thus, if IIRy;, is satisfied then so is IIR;z, and similarly, if IR,y is
satisfied then so is IIR;y. This suggests that, when § < 1, the buyer could possibly exclude the
high fixed cost suppliers.

Let A;z, be the probability that a supplier of type [L rejects the buyer’s offer in stage 1. Define
N, Anr and Ay similarly

Finally, there is the usual IC constraint that low marginal cost types do not want to take the

contract intended for the high marginal cost guys.
IC : p2 — 82g2 > p1 — Boqn (5)

The exact form of the IC constraint depends on the level of p; and ps and thus in particular on
whether some types are excluded in the first period. The IC constraint places some structure on
exclusion in period 1. In particular, if IR,y is satisfied and the IC constraint is satisfied, then all
other IIR constraints are satisfied as long as q; > dgie!l.

Lastly, given the preceding lemmas 1-4, the remaining elements of equilibria we need to charac-
terize are: (A) Stage 1 offers by the buyer; (C) Stage 2 beliefs of the buyer; and (H) The decision
rule of supplier 1 at stage 1. Many cases, varying on who is excluded in the stage 1 offers, are

possible and we work through each in turn.

Equilibrium where all supplier types sell in stage 1 We derive the properties that an
equilibrium where all supplier types sell in stage 1 must have (at this stage there is no guarantee
that such an equilibrium exists). Intuitively, this should look like the stage 3 offers because the
IR of the hH type is the same in both periods and the offer in stage 3 will satisfy all stage 1 IR
constraints because of the discount. We start by stating the following lemma, and then following

with a discussion that establishes the lemma:

Lemma 6: Any equilibrium where the buyer makes an offer acceptable to all suppliers in stage

1, and supplier 1 gets recalled with certainty in stage 3 is such that:



aprtonr

(A) Stage 1 offers by the buyer: The contracts offered are ¢f = arg max <v(q) — Baq — 7A91q> ,

— — _ apH+oH

pl =01+ 0247, ¢35 = q, and p; = 01 + 05q5 + Abaqy.

(C) Stage 2 beliefs of the buyer: At stage 2 the beliefs of the buyer are unrestricted so that
7 € [1,1] with pyy > 0, where T is defined such that qi = 6¢i°™ (1) (stage 3 is off the equilibrium
path,).

The strategqy of supplier 1 is such that:

(H) The offer in stage 1 is accepted if the endogenous IIR constraint is strictly satisfied. If the
IIR constraint is strictly violated the offer is rejected. If the IIR is satisfied with equality, Apg = 0, .
Anps N, i € 10,1] . If m =71 then A\ = 0..

For optimality, we know that IIR,y must be binding leading to p; = 01 + 02q;. The other two

constraints to worry about are the IC constraint and IIRyf, :

IC : po > 01 + 0500 + Abaqq
IRy, : p2> 601+ 0oq2 + 5A92qiecall(ﬂ)

The IC constraint binds if ¢; > §¢1°®!!, and the IIRy,7, constraint binds otherwise. At most type hL
and hH are indifferent between buying in stage 1 or in stage 3 (in other words, A;; and A\ = 0).

For given values of \; and App, the buyer maximizes

(L= Mm)onm + o) (v(qn) — 01 + O2q1)
e + (1 = Xpr)onr + aur) (v(g) — p2) (©)
n + (1 — (5) )\hJL[Ozh]Lﬂ/VS2 + d\ngoany (U(q{ecau) — 51 — 52(]1{60&11)
+5>\hLahL (’U(g) — 51 — AGQq{ew“ — Q2g)

subject to IIR;,;, and IC

where V52 is the profit to the buyer realized if supplier 2 is made an offer and accepts. We first
claim that at the optimum the IC constraint binds. Indeed, suppose not. Then, 5q§ecan > ¢1 and the
ITR};, must bind. This leaves room to increase ¢q; by some epsilon increment since this increase the
buyer’s return from transacting with the high marginal cost type without changing any constraints.
Since the limit of this sequence of deviations involves the IC ultimately binding, we conclude that

no equilibrium can exist where d¢}***! > ¢; and the IC does not bind.

Thus, the contracts are such that ¢f = arg max (U(q) — Oaq — %A%q) , ¢5 = q and
prices are given by the IIR;,z and IC constraints.

Finally we formally show that there cannot be an equilibrium involving mixing by the hH type
(that is, Ay = 0). The endogenous IIR constraint of the hH type is such that she is indifferent

between accepting and rejecting the stage 1 offer. If Ay € (0,1) and an equilibrium were to have



this feature, then the buyer’s payoff is

(1= Mm)ens + cun) (v(gr (M) — 01 — 21 (M)
V(Aur) = max + (anr + aur) (v(q) — 01 — 8292 — Ab2gi (Mnmr)) (7)
+ (1 — 5) )\hHahHVS2(>\hH) + d\ngany (U(G) — 51 — 52@)

where we have used that q{ecau = q since there are no low marginal cost type in stage 3 and

the buyer’s beliefs would be consistent with this. Recall that what Ay € (0,1) really means is
that the hH supplier is playing a strategy that is accept all stage 1 offers that strictly satisfy the
endogenous IIR constraint, reject those that strictly violate it and accept those that satisfy with
equality (1 — Apg) of the time. It is easy to show that %ﬁf) < 0, that is, as the proportion of
high marginal cost types decrease, the distortion imposed on ¢; by the IC constraint of the low
marginal cost types increases. As a consequence, [v(ql(/\hH)) —ggql()\h[{)] is also decreasing in
M- Toward establishing a profitable deviation from this proposed equilibrium with mixing, hold

the contracts offered in stage 2 fixed, so that %’;ff) is defined as*

AV (Anm)

Dg — —ont (V@) =01 = Faqn () + (1 = 8) cnm V> + Sy (v(a) — 1 — 027

Given this structure, if 8‘3’&%} < 0 then the buyer must always have a profitable deviation in
which his strategy stays the same, but for an extra epsilon inducement to the seller to accept the
stage 1 offer. If 8‘{95\;}3{}’) > 0 then the buyer is better off keeping his strategy as is, but reducing
the transfer to the high marginal cost types by epsilon so as to exclude the hH type entirely. If
W = 0 then inspection of the second order conditions reveal that the buyer must be at a local
minimum and one of the two deviations noted previously must be profitable. Hence we can rule
out any mixing by the hH type. N Ay and App, are unrestricted since their IIR’s will be strictly
satisfied.

Lastly, the beliefs of the buyer at stage 2 over the types of supplier 1, should the stage 1 offer
be rejected, need to be such that the stage 3 offers do not induce supplier 1 to reject the stage 1
offers. Thus 7 needs to be such that ¢ > §¢i°®! (). (If g1 = d¢;°! (7) , meaning ITRy,, is satisfied
with equality, then it can be shown that \;;, = 0 by adapting the argument in subcase 2 of section

(4.2.1) below).

Equilibrium when the stage 1 offer is acceptable to [L, [H and h. We now consider the
possibility of an equilibrium where, in stage 1, the buyer makes an offer that is acceptable to types
IL, IH and hL.

4Note that if the stage 2 contractswere not held fixed then a set of measure zero would exist, where the change in

the continuation value induced by changing A,z changes the contracts in stage 2 and, hence, the discount rate ¢.

10



Lemma 7: Any equilibrium where the buyer makes an offer acceptable to types L, |lH and hL
in stage 1, and supplier 1 gets recalled with certainty in stage 3, is such that:

(A) Stage 1 offers by the buyer: Let (i) q¢f = argmax{v(qi) — f2q1 — %Aﬁgql}, (ii)
pi = 01 +0A01+ 0241, (1ii) ¢5 = ¢5* = q, () p3 = 01 +0A01+05¢5 + Abagy, (v) p5* = 01+0565* +
FAOaqiecl (), (vi) pi* = 0, + SN0y + Oat™, and (vii) ¢* = mm{(1 — §) A 4 ggrecall(rr) q},
then if p5* < pb the optimal contracts to offer are {(p3,q7), (p3,q5)}, else the optzmal contracts to
offer are given by {(p*,ai*) , (b3, 5%)}

(C) Stage 2 beliefs of the buyer: m =0 and ppp > 0.

The strategqy of supplier 1 is such that:

(H) The offer in stage 1 is accepted if the endogenous IIR constraint is strictly satisfied, oth-
erwise the offer is rejected. If the IIR s satisfied with equality, then if p5* < p5: \g = 0,.and
ALy ML, A € [0,1], otherwise, if py* > p, Ang = Apz, = 0,.and Nz, Apg € [0, 1]

We can argue that IIR;z binds yielding p; = 8; + §Af; + O2q;. Clearly in such an equilibrium
IIR;y, is strictly satisfied and IIRy, g is strictly violated. The other constraints to consider are IIRy,z,
and IC:

1C: p2 > 01 + 0A01 + 0q2 + Abaqy
HRhL Dop2 > 01 —+ 92{]2 + 5A92qrem]l( )

Unlike in the previous case, we cannot argue a priori that the IC constraint binds (indeed, even
if it does not so that q; = g it can still be the case that 0; + A0 + O5q2 + Abaqr < 01 + O5q2 +

§A02¢° (). Thus we need to consider two subcases separately.

1. Only IC binds

Using the fact that the hL type accepts with certainty iif IRy, does not bind and substituting

in the IC constraint, the objective function of the buyer yields:

(1= Nm)eun (v(g ( )\lH — 0 — 6A01 — O2g1 (M)
V(\im) = max +(aur + ang) (v(g) — 0y — 6A0 — 0, — Abagy (Niw))

+o(Nmaun + anm) (v(q) — 91 — 027) + (1 = 8) N\igroum + o) V2
(8)
Mixing by the [H type can be ruled out by applying arguments made in section (4.2.1), thus
A = 0. Hence, the buyer’s expected utility is given by

y-types max {oum (v(qr) — 8y — 60601 — O2q1) + (cur + anr) (v(g) — 8 — 601 — 059 — Ab2g1 D)

+éanp (v(q) — 01 — 029) + (1 — 8) app V™2

11



This expression crystallizes the trade-off that the buyer faces. The benefit from excluding the
hH type in stage 1 is that it lowers the fixed component of price (6; + 0A#;) in stage 1. The
‘cost’ is the chance that the opportunity to buy from type hH will never be reached.

Let the contractual terms be given by ¢5 = ¢ and ¢] = arg max{v(q) —02q1 — a’LaJl“;‘hL Ab2q1}

with prices, p] and p3, determined by the IIR and IC constraints.

. IIRyz, binds

recall

Letting q1°®" (A1, Anr) define the quality offered to the high marginal cost type in stage 3,
for this case to hold it must be that:

Py = 01+ 0205 + 5A92q£ecau(o’ 0) > pj

that is, under the contract described in case 1, the IIR constraint of the hL type is violated.
This problem can be alleviated by setting the pa = p3*. Since g5 = ¢, and this is invariant to
the level of ¢; chosen by the buyer (that is under any combination of these constraints binding
q2 = q), this gives room to adjust the contract offered to the high marginal cost types in the
first period toward the first best. This process stops, either when the IC and IR constraints
of the IL type both bind, or when the price offered to the high marginal cost type is at the
first best (both contracts impose first best quality and no IC constraints bind).

That is, maximization proceeds by imposing the IIRj; constraint on the usual objective
function and maximizing subject to IC also, noting that ¢; > § is always dominated by
g1 = ¢. This implies g; = min {(1 —9) ﬁ—g; + 6 (Ng, Anr) q} . Note that it need not be
the case that the IC constraint between the low and high marginal cost types binds.

Lastly, we need to consider mixing by the {H and hL types. The objective function of the

buyer is
(1= Mm)aun (v (M, Anr)) — 81 — 68601 — 02q1 (A\iar, Anr))
+ (1= M) + aqr) (v(q) — 01 — 059 — SAO2¢5° N (N, Anr))
V (N, Anr) = max + (1= 8) Mnrant + Nmoun + anm) V2 (N, Anr)
+o(Nmaur + anm) (V@M (N, Anr)) — 01 — 0265 (Nigr, Anr))
L +8 (Anronr) (v(g) — 01 — 059 — AO2g5* ™ (N, Anr))

Dealing with A\;7 € (0, 1) first, toward establishing a profitable deviation for the buyer, hold
M (N, Anr) and V52 (A, Apz) fixed (so contracts in stages 2 and 3 remain constant

as Apz varies). Taking derivatives, holding stage 2 and 3 contracts fixed, (and after some
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algebra) yields:®

AV (N, AwL)

= —ayp (v(q1) — 0y — O2q1) + (1 — &) V2 +aypé (U(fﬁecan) -0 — 526156%“)
d\ig

If %’THML) > 0, then the buyer is better off excluding the [H type. If %’;’;‘m < 0 then

the buyer is better off by maintaining the same strategy but allocating some extra epsilon

f %’THAW = 0 then the supplier is better off allocating an

transfer if the supplier accepts. 1
extra epsilon transfer if the supplier accepts in stage 1, inducing [ H to accept with certainty,
and re-optimizing ¢;**!(\;zr, Anz). Thus, it must be that A\jz = 0.

Next we deal with Apz € (0,1). As before, toward establishing a profitable deviation for the
buyer, hold ¢}**"(\;g, Anr) and V52 (N7, Anz) fixed (so contracts in stages 2 and 3 remain
constant as Apz, varies). Taking derivatives, holding stage 2 and 3 contracts fixed, (and after

some algebra) yields:

dV (NH, AnL)

Do =(1-9)apL (VS2 — (v(g) -6, —QQQ))

AV (N, ARL)
If —

the buyer is better off excluding the hL type. If %}if“) < 0 then the buyer is better off

> 0 (which can happen depending on the form of the contract in stage 2), then

by maintaining the same strategy but allocating some extra epsilon transfer if the supplier
accepts. If M:i\lﬁ’%l = 0 then the supplier is better off allocating an extra epsilon transfer
if the supplier accepts in stage 1, inducing hL to accept with certainty, and re-optimizing
¢ (N g, Anr) to be first best. Thus Az, = 0.

Since this case assumed that if any IC’s bind it would be from [L and hL to [H it is necessary
to check that [H’s IC constraint is satisfied. The problematic case is when ¢; = §. However

the necessary condition for this is Af; — AQQQ < 0 which is always satisfied.

This establishes the initial lemma.

Equilibrium where in stage 1 only the [H- and [L-type suppliers accept Lemma 8:
Any equilibrium where the buyer makes an offer acceptable to types IL and lH in stage 1, and

supplier 1 gets recalled with certainty in stage 3, is such that:

Note that the transfer to the low marginal cost suppliers in stage 1, while containing the gj*" (A, Anz) term,

is actually coming from the strategy of the supplier and thus, for the exercise of looking for deviations by the buyer
holding the strategy of the suppliers as fixed, should be treated as exogenously set. Similarly, gi(Aim, Anr) is fixed
at qu(N\im, Anp) = min{(l —-9) 2—22 + 080245 (\irr, Anz) 6} where the ¢i* (\imr, \nz) should be treated as

exogenous.
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(A) Stage 1 offers by the buyer: Let (i) q¢f = argmax{v(q1) — O2q1 — SLAbaqi}, (it) p =
0, + 600y + Oagf, (iii) g5 = 43* = g, (iv) P = 0, + 620y + 0o} + Abag, (1) 5 = 0, + 620, +
0o@5* + 0A02g5c N (1), (vi) pi* = 0, + A0y +02¢F*, and (vii) ¢F* = 6A02¢;M (1), then if ps* < ph
the optimal contracts to offer are {(p3,q}), (p5,43)}, else the optimal contracts to offer are given
by {(p1*,q1") » (P 437)} -

. a
(C) Stage 2 beliefs of the buyer: m = are— and py > 0.
The strategqy of supplier 1 is such that:
(H) The offer in stage 1 is accepted if the endogenous IIR constraint is strictly satisfied, oth-
erwise the offer is rejected. If the IIR is satisfied with equality, then if p5* < p5: \ig = 0,.and

ARH s ALy AL € [(), 1], otherwise, if D5" > D5, Awg = Nip, =0 .and A\ppg, Anr € [0, 1].

In such an equilibrium ITR;z must bind yielding p; = 6;+0A6; +05q1. The remaining constraints
to consider are the IC and IIR;y, :

IRy, @ p2>0;+6A01 + 0yq2 + 5A92qiecall(ﬂ)

Which one is binding depends on the relationship between ¢; and 5q{eca“. As before we can argue
that the IC constraint must be binding because otherwise a profitable deviation would exist for
the buyer. However, we cannot assume that a binding IC implies a slack IIR constraint (normally
this would be true since the outside option would be zero for all types, however here the outside
option is type specific). Hence we also have to account for the possibility that the IR;;, and the IC

constraints bind.

1. Only IC binds

Using the fact that [L accepts with certainty if IIR;;, does not bind and substituting in the
IC constraint, the objective function of the buyer yields:

;

(1= Nm)aun (vig (MNm)) — 0y — 6A01 — Oaqr (M)
+ar (v(g2) — 8y — 6401 — 050 — Abaqr (M)
V(hm) = max +(Nmoun + anm) (V@5 (\p)) — 01 — O2g5° (\ipr)) (10)

+ (1= 6) \igoum + ang + anr) V2 (\ig)
+oapr, (v(g) -0 — 0oq — Afgiecall ()\IH)) )

Mixing by the [H type can be ruled out by applying arguments made in section (4.2.1), thus
M = 0. Let the contractual terms be given by ¢5 = ¢ and ¢ = argmax{v(q1) — Oaq1 —

%%Aegql} with prices, p] and p3, determined by the IIR and IC constraints.
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Finally, we need to make sure that IIRyy, is violated. This will be the case if

p2— 01— 0y < S(py¥™ =01 —0yq), that is
01+ 000 — 01 + Abagqr < SAGag (1)
5(A0y — Abagi (1)) < Af) — Abagy

. IIR;;, and IC bind

recall

Letting ¢1***(\im, Aiz) define the quality offered to the high marginal cost type in stage 3,
for this case to hold it must be that

p5" = 0y + 0001 + 0545 + 0A0245*"(0,0) > pj

reflecting the same intuition as in subcase 2 of section (4.2.1).

That is, maximization proceeds by imposing the IIR;; constraint on the usual objective
function and also maximizing subject to IC. This implies q1 = ¢i**"(Nig, M) < G, @2 = q
and prices follow from IIR constraints. Note that it must be the case that the IC constraint

between the low and high marginal cost types binds.

Lastly, we need to consider mixing by the [H and hL types. That \;g = 0 can be established
using arguments that mirror those used in subcase 2 of section (4.2.1). The objective function

of the buyer is

(1= Nm)aun (vig Mg, Ain)) — 85 — 68601 — O2q1 (\ia, Mir)
+(1 — Np)aur (v(g) —0; — 0Al; —0yq — SAOr M (N, )\ZL))
V(\m, i) = max + (1= 8) (Mpour + Nroum) V5% (Mg, Mir)

+o(Nmoun + anm) (V@M N, Aiz)) — 01 — 0265 (N, Ain))
+8 (Mipour + onr) (v(g) — 01 — 059 — Abagie ™ (N, i)

Next we deal with \;;, € (0,1). As before, toward establishing a profitable deviation for the
buyer, hold ¢**( Nz, \iz) and V52 (\jg, \i) fixed (so contracts in stages 2 and 3 remain
constant as Apz, varies). Taking derivatives, holding stage 2 and 3 contracts fixed, (and after

some algebra) yields:

av(\ir)

Dy (1—-0)ay] KS,_Q, — (0(g) =01 — bag)] <0

positive

positive

Where the inequality follows from the fact that (v(g) — 8; — 85¢) defines the maximal return

to the buyer under any conditions. As a consequence for any A € (0,1] the buyer will
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always have a profitable deviation in which his strategy stays the same but for an extra

av(nig)
d\ir,

epsilon transfer to the seller in stage 1 if the offer is accepted. If = 0, then the same

deviation but reoptimizing q{ecan()\l 1, \iz) establishes a strictly preferred deviation.

Since this case assumed that if any IC’s bind it would be from [L and hL to [H it is necessary
to check that {H’s IC constraint is satisfied. The problematic case is when ¢; = §. However

the necessary condition for this is Afy — Af2g < 0 which is always satisfied.

Equilibrium where the hL and [L types buy in stage 1 Lemma 9: Any equilibrium where
the buyer makes an offer acceptable to types [L and hL in stage 1, and supplier 1 gets recalled with
certainty in stage 3, is such that:

(A) Stage 1 offers by the buyer: p = pt = 01 + 03¢5 + 602G, and ¢ = ¢} = q

(C) Stage 2 beliefs of the buyer: m =0 and ppg > 0.

The strateqy of supplier 1 is such that:

(H) The offer in stage 1 is accepted if the endogenous IIR constraint is strictly satisfied, other-
wise the offer is rejected. If the IIR is satisfied with equality, A\pr, = 0,.and Apg, N, iz € [0, 1]

Recall that the IIR constraint of the AL type in stage 1 is given by

P2 > 01 + 05q2 + 5 A02g1*"

For any q{ecan and A\,

¢2 = arg max (1= Np)onr + our] [U((h) - (51 + 05q2 + 6A92q]{ecau()\hL)>}

that is, g2 = q.

Note that if the hL type is indifferent between stage 1 and stage 3 contracts then it is straight-
forward to show that the [L type strictly prefers the stage 1 contract. That Az = 0 can be
established using arguments that mirror those used in subcase 2 of section (4.2.1)

Hence the stage 1 contracts are: (51 + 09q + 6A027, g). It is easy to verify that the IIR;z is

violated by this contract. This implies the initial lemma.

Equilibrium where only the [L type buys in stage 1 Lemma 10: Any equilibrium where
the buyer makes an offer acceptable to types IL, IlH and hL in stage 1, and supplier 1 gets recalled
with certainty in stage 3, is such that:
(A) Stage 1 offers by the buyer: pi = p = 01 + 6A01 + 055 + 0AO2¢;N () and qf = ¢ = q.
. o o
(C) Stage 3 beliefs of the buyer: m = T ek — and pyy > 0.

The strategqy of supplier 1 is such that:

16



(H) The offer in stage 1 is accepted if the endogenous IIR constraint is strictly satisfied, other-
wise the offer is rejected. If the IIR is satisfied with equality, Nip, = 0,.and Apg, N, Anr € [0,1].

Recall that the IIR constraint of the [L type in stage 1 is given by

p2 >0 +0A01 + 05q2 + 5A92q1£ecall

For any q{ecan and A;,

g2 = argmax (1= Np)our] [U((D) - <Q1 + 0A01 + Oyq0 + 6A02q§ecaﬂ()\w)>}

that is, g2 = q.

That A\;z, = 0 can be established using arguments that mirror those used in subcase 2 of section
(4.2.1).

Hence the contracts are (6, + A6 + g + §AO2¢5° (1), g) in stage 1.

Equilibrium where no type buys in stage 1 The buyer has the option to make an offer

unattractive to all types. In this instance the offer is so high that it is always rejected.

4.2.2 Stage 2

When supplier 2 is not recalled the offers made in stage 2 are as described in theorem 3 of the
main paper, but for the fact that the continuation value is determined by lemma 1, above, which
determines the form of the contract offered to supplier 1, and the beliefs u} which the buyer forms
at the start of stage 2. These are beliefs over which type(s) of supplier 1 rejected the stage 1 offer.

These beliefs are investigated at length in the discussion of stage 1 below, in lemmas 7 through 11.

Lemma 11: (D) Stage 2 offers made by the buyer: When supplier 2 is not recalled the offers
made in stage 2 are as described in theorem 8 of the main paper for n = 2, but modifying the
continuation value such that it is determined by offers described in lemma 1, above, and the beliefs
described in lemmas 6 through 10, above.

(E) Stage 3 beliefs of the buyer regarding the type of supplier 2; u? = 1 for all types i in the
set of excluded types, while ,u? = 0 for all types j that receive an acceptable offer in stage 2. If the
stage 2 offer is acceptable to all types then sz € [0,1].

4.3 Class 3: The buyer is indifferent recalling supplier 1 and 2

In this class both supplier 1 and supplier 2 have some probability of being the supplier recalled in

the recall stage. This, in effect, creates an endogenous discount rate for both of them in stages 1
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and 2 respectively. The proofs and lemmas stated above for Class 2: Stage 1 are easily adapted to
these two cases. In the case of the stage 1 actions everything is as stated in lemmas 6 through 10
once it is observed that § should be replaced by a composite term I', where I' = ¢1§. Recall that o'
is the probability of recalling supplier 1 in the recall round. In stage 2, lemmas 6 through 10 are
similarly adjusted substituting 6 for o2. In stage 2 the only extra work in the proof is in establishing
the no mixing results for the supplier. Since, this requires minor but tedious adjustment of the

existing proofs we omit them here.
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